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1 Introduction

Assessing performance of different models to determine which one gives the best estimation is
essential in modelling processes. Different measures are widely used in order to compare models.
Some of these widely used measures are for example the Akaike Information Criterion, the Bayesian
Information Criterion and the deviance. For binary models, the area under the ROC curve (AUC)
is another widely used measure. There exists a huge amount of other more or less known measures
that can be used to the same purpose. An example is the integrated concentration curve (ICC),
another measure also used to compare models. In this FAQctuary, the focus is put on the deviance,
the AUC and the ICC. A comparison of these three measures is made on two data sets to observe
the different behaviours of each measure and answer questions like the followings: ICC is not yet
very spread in the practice but is it different from the others? Does all these measures behave the
same way or is it better to rely more on one than the others?

2 Definition of the measures

In this section, we define the three measures under consideration.

2.1 The Integrated Concentration Curve

As defined in Denuit et al. (2019), the integrated concentration curve is the area under the
concentration curve over the whole interval [0, 1]. Formally, the concentration curve (CC) and the
ICC are given by the following expressions:

and
ICC[u(X) / CCu(X), m(X);€]d¢

where p(X) = E[Y|X] is the true premium, 7(X) is the estimation predicted by the model under
consideration given the information X and F} is the distribution function of 7.

Meaning of this measure

The concentration curve as expressed here is the proportion of the total true premium income
corresponding to 100£% of contracts with the smallest premium 7.

The independence between the response and the predictors is represented by the 45° line con-
centration curve which leads to an ICC of 0.5. The more the concentration curve is far from
this independent line, the smaller becomes the ICC and the more the response and predictors are
dependant. The further the curve is from the independent line, the more discriminant the model
is. This means that the smaller the ICC, the more discriminant the model.



2.2 The Deviance

The deviance can be defined as follows
D =2(In(Ls) — In(Ly))
where L, is the likelihood of the saturated model, the more precise model and L, is the likelihood
of the fitted model.
Meaning of this measure

Theoretically, this indicator measures the deviation of the estimations from the observations. The
smaller this deviation, the more appropriate the model.

2.3 The Area Under the ROC curve

The ROC curve is a representation of the True positive rate (TPR) on the y-axis in function of
the False positive rate (FPR) on the x-axis. This curve aims at representing the proportion of
observations well estimated in a binary model. The classical area under the curve is defined as the
integral of this ROC curve over the unit interval.

The variable has 2 levels, 0 and 1. There exists four scenarios:

e The estimation is 0 and the real value too, this value is considered as true positive (TP).
e The estimation is 0 but the real value is 1, this is called false positive (FP).
e The estimation is 1 but the real value is 0, this is a false negative (FN).

e The estimation is 1 and the real value too, this is a true negative (TN).

Formally, the true positive rate is defined as TPR = % and the false positive rate as
FPR = —EL _ As estimations are probabilities, a threshold determines if the estimate goes into

(TN+FP)"
the 0 or the 1 class. Computing the TPR and FPR for different thresholds gives the ROC curve.

The Figure 2.1 represent an example of this curve. The AUC is the integral under this curve on
the unit interval.

In the present case, the response is Poisson distributed and has more than two classes. This is
handled as in Hand & Till (2001) by taking the mean of the different AUC computed for each pair
of class of the variable. For a variable taking values from 0 to 4, the global AUC can be expressed
as ]

AUC = ; AUC (i, ) for i,j € {0,1,2,3,4}.
i<j

Results in the following are computed using the multiclass.roc R function from the pROC
package which uses this method. Note that the uniform weighting of AUC may not be appropriate
if the number of observations in each class varies a lot.
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Figure 2.1: Representation of the ROC curve

Meaning of this measure

This indicator measures the fact that the estimated value corresponds or not to the initial response
value. As only two values exist, it allows to determine the part of effective estimations and of failed
estimations. This number indicates "how much" the estimations are well classified regarding the
observations. In the case of a Poisson variable, the multiclass AUC reflects how estimations are
on average well classified two by two, which is a little bit less intuitive.

2.4 Discussion on the three measures

These three measures are useful to evaluate the goodness of a fit. Nevertheless, each measure
considers different elements to determine the better fit on the data. The ICC considers that the
best model is the one discriminating the more the data. The deviance selects the best model as
the one deviating the less from the saturated model. The multiclass AUC on its side looks at how
the model classes the different modalities of the response variable two by two. The model that on
average classes the better the different classes will be considered as the best. This is the model
with the largest AUC.

3 First example : A simulated data set

3.1 Data set

The structure of the first data set is known, the data is generated on constructed features. Four
different variables X = (X, Xy, X3, X4) are available to impact the annual claim frequency of an



individual :
e X is the policyholder’s gender (male or female);
e X is the policyholder’s age (from 18 to 65 years);
e X3 is the premium split (paid annually or not);
e X, is the car a sport model or not (yes or no).

All variables are supposed independent and distributed as follows :

X, = female] = P [X; = male] = 0.5;

P
PXy =18 = P[X, = 19| = ... = P [X, = 65] = 1/48;
P [X; = yes] = P [X3 = no] = 0.5;
P [X4 = yes| = P[X, = no|] = 0.5.

The annual number of claims is denoted by Y and is assumed Poisson distributed with the
following value for the parameter A:

1
M) = 0.1x (14 0.1 (g, =mate} ) X (1 + ﬁ) X (L4 Igi=yes (0-5 (apepssny — 051 (ryeasosy))

where g = 1 if the event E is realized, 0 otherwise.

Men have a claim frequency 10% higher than women. The claim frequency decreases with the
age of the policy holder. The premium split does not have an impact on the claim frequency. An
interaction exists between the policyholder’s age and the fact that the car is a sport model or not.
In fact, if the policyholder has a sport car and is between 18 and 35 years, the claim frequency
increases of 50%. Similarly, if the policyholder has a sport car but is between 45 and 65 years, the
claim frequency decreases from 50%. A data set of 500.000 policies is generated in this example.

3.2 DModels fitting

The true annual claim frequency A(x) is known for each policyholder z in the simulated data set.
In order to estimate this annual claim frequency, the data is divided into five folds. Each of these
is going to be the validation set while the four others are the training sets. The four following
models are fitted on each training set:

1. A GLM without any variables (a simple mean of the response).

2. A GLM including all the principal effects : removing the non significant variables, only the
gender is included in this model.



3. A GAM including all the principal effects : removing the non significant variables, the gender
and the age remain in the model.

4. A GBM including all the variables in order to capture the interaction included in the data.

The models from 1 to 4 should be ranked from the furthest to the closest of the true claims
frequency values. In fact, the GBM is the only model able to account for the interactions, we
expect it to have a better performance than the others.

3.3 Comparison of the models

Figure 3.1 displays the values of the different measures on each validation set. From the top to
the bottom, the ICC, the deviance and the AUC can be observed. The behaviour of each of them
is commented in the following.
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Figure 3.1: Values of the ICC, deviance and AUC on the simulated data.

Looking at the ICC, we observe a clear difference between the considered models. This means
that the discrimination of policyholders varies from one model to another. The results of all models
can be interpreted and classified easily. The models are ranked as expected. The worse model is
the intercept only GLM, all policyholders are considered to have the same risk, it is the furthest
from the true model. Then comes the second GLM, making only a difference between men and
women, followed by the GAM, the GBM and finally the true values. This seems logical with the
known structure of the frequency. In fact, the GAM allows to consider the continuous variable Age
that cannot be handled correctly by the GLM but do not capture the interaction effect. In the
different models fitted here, only the GBM can account for this effect, considering all variables, this



explains why it has the best performance and we observe that the GBM is closed to the true results.

As far as the deviance is concerned, the ranking between the different models remains the same.
The difference is that both GLM are not clearly differentiated. Even if it seems clear that the GLM
with the variable "Gender" should be a better estimation than the one without variables given the
constructed data, only looking at deviances does not allow to give such a conclusion. Conclusions
are the same as from the ICC. The difference is the meaning, here the GBM is not better because
it makes more differentiation between policyholders but because the estimations are nearer of the
observations than for the other models.

Finally, the AUC does not allow to class so clearly the different models. The intercept only
GLM is clearly the worse as it does not make any difference between the different classes. Everyone
has the same expected claim frequency. The second GLM has the following better performances
but as far as the GAM is concerned, results are similar to the one given by the GBM or the true
results. Differentiation between these three models/values cannot be done based on these results.
Even the true scenario is not classified as the better one. This measure is much more volatile than
the two other ones and does not allow to rank the models only by looking at its results. Also, it
is not really a measure built to compare this kind of models.

Nevertheless, looking at the average results on the different folds represented on Figure 3.2,
AUC ranking is the same as for the other measures, even if the volatility observed does not lead
to a reliable trust in the result given by this measure. Note that results for the averaged AUC are
the same for the true model and the GBM model, this is why we only see the pink point on the
graph and not the brown one. This observation means that the true model is considered as good
performing as the GBM but the GBM do not give as good results as the true model as it is not
equal, even if it is really closed. This measure should be considered very carefully.

From all these observations, the GBM model can be set as the one giving the best performance.
The estimations of this model should be the closest to the true values.

4 Second example : A real data set

4.1 Data set

The second example is based on the freM TPLfreq data set coming from the CASdatasets in R. This
data is composed of 413.169 french motor third-part liability policies. We have the information
on the number of claims occurred on a given exposure period. The different variables available to
explain this claim frequency are the following :

e Power : The power of the car (categorized);
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Figure 3.2: Mean values of the ICC, deviance and AUC on the simulated data.

CarAge : The vehicle age;

DriverAge : The driver age;

Brand : The car brand (divided in different groups);

e Gas : The car gas (Diesel / Regular);

Region : The policy region ;

Density : The density of inhabitants in the city of the driver.

4.2 Models fitting

As for the simulated data, four types of models are fitted on each training set.
1. A GLM without any variables (a simple mean of the response).

2. A GLM including all the principal effects : removing the non significant variables, only the
power (grouping the modalities), CarAge, DriverAge, Gas ans Density are included in this
model.

3. A GAM including all the principal effects : all the variables remain in the model. All
continuous variables are smoothed.

4. A GBM including all the variables in order to capt interactions included in the data.



The main difference is that we do not have the real value of the data. We also do not know
the real structure of the data.

4.3 Comparison of the models

Figure 4.1 represents the results for the ICC, deviance and AUC on these data.
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Figure 4.1: Values of the ICC, deviance and AUC for the freMTPLfreq data.

The observations based on the different measures are not so obvious as on the other data. As
the data is not clearly structured, the models have more difficulties to capture correctly all impacts
of the variables as these impacts are more volatile. There is already a certain variability in the
ICC. Only the differentiation between both GLM’s and the other models is clear. The GAM and
GBM have similar performance based on the ICC. In fact, as all variables are used in both models,
the discrimination of both models is similar. The performance would have been more different if
the variables in both models were not exactly the same.

Looking at the deviance, the conclusion is not very different. No model appears to have clearly
a better performance than all the others. This means that the distances between estimations and
observations are not so different from one model to another. Similarly, the AUC is again very
volatile. This means that for a particular model, the classes are on average well determined on
some sets and not on other.

As far as the means are concerned, results can be found on Figure 4.2. The deviance and the
AUC give different rankings. This does not allow to determine unanimously which model performs
the best compared to the other. Nevertheless, as each indicator measures the performance of the



model according to different criteria, both results can be considered depending on which aspect of
the model we want to evaluate.
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Figure 4.2: Mean values of the ICC, deviance and AUC for the freMTPLfreq data.

The first GBM1 seems to be the best model on these data, even if the analysis is not as obvious
as on the other data.

5 Conclusion

Model’s performance measures must be used cautiously. Each measure gives different information.
In fact, they do not focus on the same features of the model: ICC highlights discrimination
of policyholders, deviance prefers the ones closer to the observation and the AUC focus on the
way estimations are classified. You should choose the measure depending on the aim of your
performance’s evaluation. Given its high variability on simple data, the AUC should be avoided
to compute performance of Poisson models. ICC on the other hand seems to be the less volatile
of the three measures.
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